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Abstract We here report a combined quantum mechanical/
molecular mechanical (QM/MM) molecular dynamics (MD)
study on the binding interactions between the αVβ3 integrin
and eight cyclic arginine-glycine-aspartate (RGD) contain-
ing peptides. The initial conformation of each peptide within
the binding site of the integrin was determined by docking
the ligand to the reactive site of the integrin crystal structure
with the aid of docking software FRED. The subsequent
QM/MM MD simulations of the complex structures show
that these eight cyclic RGD-peptides have a generally sim-
ilar interaction mode with the binding site of the integrin to
the cyclo(RGDf-N[M]V) analog found in the crystal struc-
ture. Still, there are subtle differences in the interactions of
peptide ligands with the integrin, which contribute to the
different inhibition activities. The averaged QM/MM
protein-ligand interaction energy (IE) is remarkably corre-
lated to the biological activity of the ligand. The IE, as well
as a three-variable model which is somewhat interpretable,

thus can be used to predict the bioactivity of a new ligand
quantitatively, at least within a family of analogs. The pres-
ent study establishes a helpful protocol for advancing lead
compounds to potent inhibitors.
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Introduction

Integrins consist of a large family of cell surface heterodi-
meric adhesion proteins responsible for a wide spectrum of
cell-cell and cell-extracellular matrixes and cell-pathogen
interactions [1, 2]. These proteins are non-covalently linked,
heterodimeric systems composed of an α subunit and a β
subunit [3–6], and present in many animal species, ranging
from sponges to mammals [7]. Twenty four distinct hetero-
dimeric integrins in mammals, which are assembled by
totally 18 α subunits and eight β subunits [1, 4, 6, 8], have
been identified and sequenced. Integrins act as receptors for
extracellular matrix (ECM) and other cell-surface adhesins
[9, 10]. Their ligands include cell surface counter receptors,
ligands of the vasculature and ECM macromolecules [11].
Integrin–ligand interactions play essential roles in develop-
ment, immune responses, leukocyte traffic, hemostasis, tu-
mor genesis, tumor metastasis, and tumor angiogenesis by
controlling diverse cell functions such as adhesion, shape,
growth, differentiation and mobility [8, 9, 12, 13]. As integ-
rins participate in so many important physiological activi-
ties, it is not surprising that they are at the heart of many
human diseases of genetics, autoimmune, and others [1]. In
fact, some of them have been considered as attractive targets
for drug development [9].
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Based on evolutionary relationship and ligand selectivity,
integrin αβ heterodimers can be grouped into several sub-
families [1, 8]. Integrin αVβ3 is a particularly special and
interesting member of one subfamily which has been shown
to play an important role in regulating tumor angiogenesis
[8, 9, 13, 14] and members of which share the ability to
recognize the arginine-glycine-aspartate (RGD) sequence
[1, 6, 14–18]. The specificity of αVβ3 lies in the fact that
tumor cell growth and related malignant behavior depend
mainly on the angiogenesis that is controlled by the endo-
thelial cell αVβ3 integrin [14]. Experimental results have
shown that the increased level of expression of the integrins
αVβ3 is closely associated with the increased cell invasion
and metastasis [8]. This integrin is directly involved in the
evolution and diffusion of metastatic tumor cells and angio-
genesis [2, 13] and acts as a regulator of disease pathology
associated with cancer, osteoporosis and rheumatoid arthri-
tis [11]. It has been found that sequences containing RGD as
small as tetrapeptides can block the interaction between the
αVβ3 integrin and its ligands [17]. Moreover, cyclic RGD-
peptides show higher affinity for the αVβ3 receptor than
linear ones [16]. Inspired by these hopeful pioneering
works, a significant number of cyclic RGD peptides and
non-peptidic heterocyclic mimetics of αVβ3 integrin antag-
onists have been identified [2, 16, 17], although so far very
few of them have progressed into clinical development [11].
Therefore, at the outset of our work, we focus on the design
of novel antagonists of αVβ3 integrin by employing
computer-aided drug design (CADD).

One of the upmost tasks of lead optimization is the
measure of the interaction between a macromolecule and
its ligands, as the affinity of a compound to its macromo-
lecular receptor is closely related to the biological activity of
this compound [19]. Thus, the first obstacle that should be
overcome by CADD on the way to improving the biological
activity of leads is to evaluate the receptor-ligand interac-
tions as accurately as possible [20]. In general, CADD
employs binding affinity to evaluate the interaction by
means of two approaches, namely efficiency-oriented and
accuracy-oriented [21]. Efficient approaches usually use
simple scoring functions to gauge the macromolecule-
ligand binding affinity, and have been broadly applied in
the early stage of drug development for lead identification
[22–26]. However, the correlation between the parameters
derived from the efficient ways and experimental binding
affinities is often unsatisfactory [27]. In the accuracy-
oriented methods, the drawbacks inherent in scoring func-
tions are tackled by employing time-consuming molecular
dynamics (MD) techniques [28, 29], and consequently reli-
able binding affinity can be obtained. Free energy perturbation
(FEP), thermodynamics integration (TI) [30], molecular me-
chanics/Poisson-Boltzmann surface area (MM/PBSA) [31]
and linear interaction energy (LIE) [32] are the representatives

of MD-based accurate approaches. FEP and TI are probably
the most rigorous and accurate approaches to calculate the
receptor-ligand binding affinity [27, 28, 33, 34]. However,
they are rarely used in the pharmaceutical industry because
FEP and TI calculations are CPU demanding [20, 35, 36] and
require the availability of validated molecular mechanics force
field parameters to achieve high accuracy [35]. MM/PBSA
and LIE are the simplified MD-based ways. By invoking a
number of simple approximations, MM/PBSA and LIE could
provide relatively good binding affinity values at a moderate
computational cost [28, 33], but they have not been proven to
be accurate enough to guide lead optimization [20].

Between the efficiency-oriented and accuracy-oriented
approaches, however, it would be valuable to find alterna-
tive routes that can be used to derive the binding affinity in a
macromolecule-ligand complex with a reasonable accuracy
at an acceptable cost. The combined quantum mechanical/
molecular mechanical (QM/MM) hybrid method, which has
primarily been proposed and developed for the study of
enzyme-catalyzed reactions, [22, 26, 37] is the newly
emerging way to approximate binding affinities [23, 25,
36]. It is rooted in the fundamental idea of combining the
strengths of both QM (accuracy) and MM (efficiency) meth-
ods to generate a powerful tool for the study of biological
systems [38–42]. The combined QM/MM method is partic-
ularly useful and reliable when the QM and MM regions are
not covalently bound. Protein and solvent environment are
in general represented by MM force fields, which are com-
putationally efficient, while the ligand and several surround-
ing important residues in the binding site of protein are
treated at the QM level. The additional advantage of treating
ligands quantum mechanically is the inclusion of ligand
polarization upon binding [43, 44]. Furthermore, QM cal-
culations can elegantly avoid the parameterization of force
fields for ligands containing non-standard groups by explic-
itly taking into account the electronic structures of whole
molecules [38]. We note that often it is very difficult to
parameterize certain functional groups [43]. Therefore the
combined QM/MM method is supposed to be the best
choice for modeling reactions [39, 45–52] in biological
systems. Earlier, Alex and Finn estimated the binding affin-
ity of thermolysin inhibitors based on combined QM/MM
computations of static structures [53]. Later, molecular dy-
namics was incorporated to get an ensemble of structures for
the evaluation of averaged binding affinity. For instance,
Alzate-Morales et al. performed combined QM/MM molec-
ular dynamics simulations to determine the protein-ligand
interaction energy between CDK2 and five inhibitors, and
demonstrated that the QM/MM interaction energy is strongly
correlated to the biological activity and can be used as a
predictor [43]. Recently, Ciancetta et al. used the QM/MM-
PBSA approach to estimate binding affinities of a series
of six antitumor compounds to cathepsin B, reproducing
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the antitumor activities of the complexes with a corre-
lation coefficient of 0.35-0.86 after a conformational
search [54]. Notably, Beierlein et al. developed a mo-
lecular simulation protocol by combing FEP or TI with
QM/MM computations [55]. The advantage of this pro-
tocol is that electronic polarization effects are included
in thermodynamically rigorous free energy calculations.

In this paper, we studied the interaction of the αVβ3

integrin with cyclic RGD-containing peptides, which are
even more complex than the small molecular compounds
studied ever before. The effectiveness of the proposed strat-
egy for the set of RGD-containing ligands presented in
Fig. 1 will pave a way for our further design and optimiza-
tion of the αVβ3 integrin antagonists.

Computational details

Eight αVβ3 integrin-cyclopeptide complexes in total were
simulated with the hybrid QM/MM method in this work. All
calculations were conducted using the CHARMM suite of
programs [44, 56]. Following are the details regarding the
model building and computational protocols.

System preparation

The initial structure of the αVβ3 integrin was taken from the
protein data bank (PDB ID:1L5G) [5], where the sugars,
which are usually not involved in biological processes, were
removed from the structure. Based on the heavy atom posi-
tions and the standard bond lengths and angles, hydrogen
atoms were added to the protein structure using the
HBUILD facility in CHARMM27 [44, 56]. In order to
confirm that the 1L5G PDB file could be recognized prop-
erly by CHARMM, basic modifications had been done prior
to computations and some important ones are mentioned in

the following. All the δ carbon atoms of isoleucines (77
isoleucines in total) labeled as CD1 in the original 1L5G
PDB file were changed to CD. Similarly, the two oxygen
atoms of the C-terminal COO group were labeled as OT1
and OT2 instead of O and OXT in the original file. The
protonated states (HSD or HSE) of 19 histidine residues in
the PDB file were determined manually (alternatively one
can use a software such as Reduce [57]) by checking their
individual micro-environments. For example, His521 and
His813 in chain A and His274 in chain B were defined as
HSE as a proton is best located on NE2 in the imidazole
ring, whereas His91 in chain Awas marked as HSD as there
is a proton attached to ND1. Finally, disulfide bridges were
built.

Eight cyclic RGD-containing peptides, as shown in
Fig. 1, were selected from literature [2]. These RGD-
containing cyclopeptides exhibit high affinity toward
integrin. In the receptor high-affinity state [2], the
IC50h values of all these ligands are in the order of nano-
molar concentrations.

Protein lL5G provides us the essential information of the
integrin αVβ3 in complex with a ligand cyclo(RGDf-N [M]
V) [5]. The binding site of the αVβ3 integrin is located at the
interface of β-propeller domain from αV and a βA domain
from β3 [5]. All of the eight cyclic RGD-containing peptide
mimics were constructed [2] on the basis of imitating cyclo
(RGDf-N[M]V). It was assumed that all of these eight
mimetics have a similar interaction mode with the αVβ3

integrin to that of cyclo(RGDf-N[M]V). As such, the initial
conformations of the eight complexes composed of the
αVβ3 integrin and the ligands were constructed by the use
of a protein-ligand docking program called fast rigid ex-
haustive docking, or FRED [58, 59]. To examine and verify
the protocol, we docked cyclo(RGDf-N[M]V) to the integ-
rin and compared the subsequent computational model with
the known crystal structure. At first, conformations of the

Fig. 1 Chemical structures of
the eight cyclic RGD-
containing peptides (αVβ3

integrin binders) and their
corresponding IC50h values
with standard errors of mea-
surement expressed in nM
(in parentheses) in the receptor
high-affinity state [2]. For
simplicity and consistency, the
compounds are named the
same as in literature [2]

J Mol Model (2012) 18:4917–4927 4919



peptide cyclo(RGDf-N[M]V) were generated with OME-
GA2, a tool in the FRED suite of software. The maximum
number of constructed conformations is 2000. While chem-
ical Gaussian overlay scoring function [60] was selected for
conformation searching, rigid optimizing and evaluating
interaction, the interaction mode of cyclo(RGDf-N[M]V)
with the integrin within the binding site was reproduced,
as shown in Fig. 2a. The reproduced conformation has the
highest score among all conformations and it is almost
identical to the crystal structure. The RMSD value which
was calculated by using DS visualizer2.5, is only 0.84 Å.

Adopting the same set of docking strategy, we subse-
quently built the complex models of the integrin with the
eight integrin ligands which were docked to the binding site.
For each ligand, the conformation having the highest score
was retained. In this way, the initial conformation of each
cyclic RGD-containing peptide at the binding site of the
integrin was obtained. As demonstrated in Fig. 2b, all eight
peptide ligands interact with the integrin in a similar mode
to the cyclo(RGDf-N[M]V). We note that in the subsequent
QM/MM MD simulations, Mg2+ ions in αVβ3 integrin were
modeled instead of Mn2+ ions due to the lack of force field
parameters for the Mn2+ ion. This kind of replacement has
been demonstrated to be practical in literature [10, 61, 62].

QM/MM setup and simulations

Each biological system was partitioned into inner regions
and outer regions [41, 48]. Atoms within the inner region
were treated quantum-mechanically, and referred to the QM
region. In contrast, the outer region was described by a force
field, and referred to the MM region. The cyclic RGD-
containing peptide in the complex, which was the sole
component of the QM region here, was treated quantum
mechanically as a single residue. The QM atoms were

described with the semi-empirical AM1 method [63] where-
as the integrin and solvent environment were treated by a
classical CHARMM27 force field [44, 56].

All the complexes went through a multi-step treatment
including energy minimization, solvation, heating, followed
by QM/MM MD simulations. At the first step, QM/MM
energy minimization (150 steps of ABNR) was performed
for each system. The second step is solvation. The complex
was immersed into a TIP3P [64] water sphere with a radius
of 30 Å, centered at the QM residue. Water molecules
beyond the range of 30 Å from the centroid and the over-
lapping water molecules whose oxygen atoms closer than
2.5 Å to any other heavy atoms were removed. The complex
was further solvated in the same way in another water
sphere whose moment of inertia was rotated in a certain
degree from the previous one. These solvation procedures
(sphere rotation, sphere addition and water deletion) were
repeated several times to avoid solvent cavities. Afterward,
water molecules were relaxed using optimization algorithms
(200 steps of ABNR) followed by a QM/MM minimization
of the overall solvated system (100 steps of ABNR).

At the third step, each system was slowly heated from 10
to 310 K in 50 ps interval by hybrid QM/MM velocity verlet
dynamics. Finally, the complex was equilibrated by means
of QM/MM leapfrog Langevin dynamics at 310 K with
stochastic boundary conditions [65] for 100 ps, followed
by the production run for 50 ps with data collected. In the
QM/MM MD simulations, the 30 Å radius sphere was
partitioned into the reaction zone (0–25 Å), buffer zone
(25–28 Å) and reservoir zone (28–30 Å). Atoms in the
reaction zone were propagated using Newton’s equations
of motions. Atoms within the buffer region were treated
using the Langevin equations of motion, where friction
coefficients of 200 ps−1 and of 62 ps−1 were used for non-
hydrogen protein atom and water oxygen atoms, respectively.

Fig. 2 Initial conformations of cyclic RGD-containing peptides within
the binding site of integrin αVβ3. a Comparison between the crystal
structure of cyclo(RGDf-N[M]V) (represented with sky blue stick)
within the binding site of αVβ3 and the computational structure
(depicted with orange stick) generated by FRED. A Mn2+ within the
site is shown as a yellow ball. Ligand binding site was represented with

solid surfaces. b Crystal structure of cyclo(RGDf-N[M]V) and the
constructed initial conformations of eight cyclic RGD-containing
ligands within the binding site of αVβ3 integrin(PDB ID:1L5G) [5].
Peptide coloring: white stick, cyclo(RGDf-N[M]V); red, 5; orange, 6;
yellow, 7; green, 8; cyan, 9; blue, 10; purple, 11; silver, 12; yellow ball,
Mn2+. This figure was generated with the program VMD [76]
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Amino acid residues that were more than 28 Å away from the
center of the sphere were fixed during theMD simulations. To
maintain the correct average distribution of water molecules
and prevent the escape of any water molecule, a spherical
boundary potential at 30 Å was imposed [66]. The SHAKE
[67] algorithm was employed to constrain all bonds contain-
ing hydrogen atoms. The time step was set to 1 fs in molecular
dynamics simulations. A non-bonded cutoff with an atom
switching function in the region from 12 to 13 Å was used
to smoothly scale down the interaction to zero at 14 Å.

Results and discussion

In this section the structural features of each of the integrin-
inhibitor complexes were discussed, and the relationship
between the interaction energies and the biological activity
(measured as IC50h) was established. All geometrical data
and energy terms had been averaged during the production
run, and the corresponding standard deviations were pre-
sented to justify the reliability of the average values. As in
simulations conformation was saved every 100 steps, a
50 ps simulation in the production run resulted in 500
conformations which were used for analyses.

Interaction mode analysis

X-ray crystal diffraction experiment unveiled [5] that the
RGD sequence makes the main contact area with the bind-
ing site of integrin in the complex of the αVβ3 integrin with
cyclo(RGDf-N[M]V). The arginine guanidinium group of
the cyclo-peptide, which inserts into a groove at the top of
the propeller domain (Fig. 2a), is held in place by a bi-
dentate salt bridge to Asp218 at the bottom of the groove
and by an additional salt bridge to Asp150 at the rear
(Fig. 2b). As we had assumed in the docking process that
all eight mimetics have a similar interaction mode with the
αVβ3 integrin to that of cyclo(RGDf-N[M]V), the arginine
guanidinium group of the eight cyclo-peptides interacts with
Asp218 of the propeller domain in the simulated average
structures and most of the upper portion of the arginine side
chain exposed to solvent (Fig. 3). Of course the strengths of
interactions with Asp218 are different and vary with eight
cyclo-peptides.

Compared to the crystal structure, Asp150 of the propel-
ler domain shifts away from the position of interacting with
cyclo-peptides while Tyr178 has closer contact with the
guandinium group of the peptide inhibitors (Table 1). Nota-
bly in the crystal structure, the phenyl plane of Tyr178 is
approximately perpendicular to the side chain of ligand Arg
that is a little curved. However, in the simulated structures,
the plane is almost parallel to the guardinium group and the
side chain of the Arg is more stretched (Table 1 and Fig. 3).

This change, which is out of our expectation, may enhance
the interaction between the ligand and the binding site by
forming a cation-π interaction or probably hydrophobic
interaction. Cation-π interaction makes an important
contribution in protein-ligand binding process and has
ever been observed in a wide range of biological sys-
tems [68–73]. Interestingly, an additional interaction was
observed between the guanidinium group of potent
inhibitors (except compound 5) and carbonyl oxygen
of Ala213 instead of one of the Asp150 carboxylate oxygen
atoms.

It seems that the cation-π interaction of the guanidinium
part of ligand Arg with Tyr178 and the additional interaction
with Ala213 have a prominent contribution to the whole
αVβ3 integrin-peptide binding. As shown in Fig. 3, the
additional interaction and/or cation-π interaction were ob-
served among the αVβ3 integrin-potent inhibitor complexes.
In contrast, those interactions were not noticed in the com-
plex composed of αVβ3 integrin and compound 6, the
weakest one among these inhibitors.

The presence of divalent cations in protein is one of the
major determinants which affect integrin –ligand interac-
tions [4]. Based on the findings in the crystal structure [5],
the ligand Asp side chain is completely buried in the βA
domain and the Asp carboxylate oxygen contact a Mn2+ ion
in the simulated structures. In the simulated ones, however,
the magnesium ion Mg2+ is six-coordinated by oxygen
atoms (Fig. 4). The hydroxyl oxygen of Ser121 and
Ser123 in the βA domain and the carboxylate oxygen at-
om(s) of ligand Asp are always involved in the coordination
with the metal ion. In complexes with ligands 5, 7 and 9,
Ser121, Ser123 and ligand Asp provide four coordination
oxygen atoms for the Mg2+ ion and the remaining two are
supplemented by Asp119 alone. In complexes with com-
pounds 8 and 11, Ser121, Ser123 and ligand Asp supply
three coordination oxygen atoms for the Mg2+ ion. For the
remaining three, two of them are from Asp119 and one from
Glu220. While in the averaged complex structures with
ligands 6, 10 and 12, ligand Asp and residues within the
binding site do not provide enough oxygen atoms to coor-
dinate the magnesium ion. Averaged structures or snapshots
(Fig. 4b, f and h) of the integrin-inhibitor complexes as
obtained in our QM/MM MD simulations provide us addi-
tional information. In the complexes liganded by inhibitors
6 and 12, Ser121, Ser123,Glu220 and ligand Asp contribute
four atoms to coordinate the magnesium ion, apart from two
bound solvent water molecules. In the simulated complex
structure with the cyclic RGD-containing peptide 10, three
of six coordination oxygen atoms come from the residues
including Ser121, Ser123 and Glu220. Among the
remaining three, two of them are from carboxylate oxygen
of the ligand Arg and one is supplied by a solvent water
molecule.
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Correlation between IC50h and interaction energy

Averaged QM/MM protein-ligand interaction energies
(ΔEQM/MM) for each of the inhibitors with integrin αVβ3,
together with their electrostatic (ES) and van der Waals
(vdW) components, are compiled in Table 2. The biological
activity and solvent accessible surface area (SASA) of

ligands in complexes are also provided. The IC50h values
of potent inhibitors are approximately 1 nM or less.

The potency of a compound is largely related to its
binding free energy [19]. On the basis of assumption [43]
that solvation/desolvation energies, enzyme deformation en-
ergy, and entropic changes are proportional to the magnitude
of the interactions between an inhibitor and a protein, the

Fig. 3 Interactions between the
integrin αVβ3 and the
guanidinium part of ligand Arg.
The structures were gained by
averaging 500 conformations
collected in the analysis period
of QM/MM MD simulations.
Cation-π interaction between
the guanidinium part and
Tyr178 are highlighted. Ligands
in (a–h) correspond to com-
pounds 5–12, respectively. This
figure was generated with DS
visualizer2.5

Table 1 Distances(Å), which are gained from relevant average structures, between ligand Arg of each peptide and concerned residues in binding site
with standard deviations

Compound cyclo(RGDf-
N[M]V)

5 6 7 8 9 10 11 12

Asp218a 4.02 3.94 (±0.22) 3.79 (±0.17) 3.66 (±0.09) 3.82 (±0.16) 3.80 (±0.18) 3.70 (±0.09) 3.66 (±0.10) 3.66 (±0.12)

Tyr178b 4.17 3.79 (±0.18) 4.40 (±0.24) 3.71 (±0.14) 3.68 (±0.14) 3.65 (±0.16) 4.00 (±0.25) 4.02 (±0.21) 4.22 (±0.37)

Asp150a 5.53 7.53 (±0.34) 6.21 (±0.43) 6.96 (±0.24) 9.16 (±0.27) 7.82 (±0.31) 6.56 (±0.36) 6.36 (±0.40) 6.93 (±0.44)

Ala213c 5.21 6.26 (±0.36) 6.61 (±0.59) 5.19 (±0.27) 5.29 (±0.43) 5.12 (±0.49) 4.35 (±0.38) 4.55 (±0.27) 4.14 (±0.27)

Ligand Argd 5.71 6.22 (±0.10) 6.13 (±0.13) 6.11 (±0.14) 6.10 (±0.19) 6.17 (±0.17) 6.24 (±0.07) 6.23 (±0.07) 6.10 (±0.14)

a distance between the centroid of charged section in the ligand guanidinium group and that of the carboxylate oxygens of binding site residue
b distance between the centroid of whole side chain of ligand Arg and that of the phenyl group of Tyr178
c distance between the carbonyl oxygen of Ala213 and the centroid of charged section in the ligand guanidinium group
d distance between the centroid of charged section in the ligand guanidinium group and the Cα of the ligand Arg
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biological activity of a compound could be approximated as
a linear function of the interaction energy as

log10IC50h ¼ aΔEQM=MM þ b; ð1Þ
where α and β are undetermined constants.

The result of a least-square fit of Eq. 1 using data of
Table 2 is shown in Fig. 5. The high correlation coefficient

value (R00.894) is encouraging and endorses the direct
correlation between IC50h values and interaction ener-
gies. It further suggests that the biological activity of a
given inhibitor can be approximately expressed with
QM/MM interaction energies, at least when comparing
them with a series of compounds belonging to a similar
group.

Fig. 4 Averaged structures or
snapshots(b, f, h) which
demonstrate the interactions
between the integrin αVβ3 and
the carboxylate part of ligand
Asp, obtained from 500
conformations collected in the
analysis period of the QM/MM
MD simulations. The Mg2+ ion
is illustrated with yellow ball
and solvent waters are shown as
red-white sticks. Ligands in
(a–h) are the same as in Fig. 3.
This figure was generated
with DS visualizer2.5

Table 2 Averaged ΔEQM/MM and its components (kcal/mol) for the integrin αVβ3 inhibitors studied with standard deviations

Property 5 6 7 8 9 10 11 12

ΔEQM/MM −531.28 (±13.42)a −490.93 (±18.68) −528.69 (±14.91) −523.38 (±14.66) −556.75 (±14.61) −616.33 (±17.77) −535.66 (±16.43) −517.67 (±15.44)

ΔEES −490.89 (±13.72) −449.00 (±19.04) −491.65 (±15.76) −489.81 (±15.50) −504.89 (±14.77) −573.06 (±18.52) −484.09 (±16.45) −468.49 (±15.88)

ΔEvdW −40.39 (±4.44) −41.93 (±4.33) −37.04 (±4.84) −33.57 (±5.13) −51.86 (±4.89) −43.27 (±4.59) −51.57 (±4.76) −49.18 (±4.33)

log10IC50h −9.33 −8.29 −9.74 −8.96 −10.10 −10.52 −9.80 −9.04
SASAb 211.02 (±7.82) 266.22 (±9.92) 230.81 (±8.99) 240.53 (±8.48) 315.48 (±13.45) 338.42 (±12.29) 274.17 (±13.51) 401.03 (±12.11)

a Values in parentheses represent the standard deviations
b Solvent accessible surface area, unit in Å−2
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It can be seen from Table 2 that electrostatic energy (ΔEES)
dominates the overall interaction energy, whereas the van der
Waals interactions (ΔEvdW) account for less than 10 % of the
interaction energy. The binding site of the integrin αVβ3 is an
open pocket. Part of a ligand directly contacts the site and part
of it exposes to solvent. Obviously, the difference of bioactiv-
ities among compounds cannot be fully expressed by the total
interaction energy alone. There must be some other indepen-
dent factors which will affect the biological property. We
speculated that the SASA of ligands in binding site, which is
related to the non-polar contribution to solvation [74, 75], may
be one of the key factors and it was not directly considered in
the present QM/MM interaction energy calculation. The
SASAs of the eight ligands in the integrin binding site, which
are listed in Table 2, were calculated by executing a command
file of CHARMM [44, 56]. It is a ‘COOR SURFACE’ com-
mand based file. In the process of calculating SASA, 500
collected conformations were used. Ultimately, a three-
variable model was setup (Eq. 2) and the undetermined
parameters were solved by employing toolkit solver in Micro-
soft Office Excel 2007 so as to express the bioactivity of the
ligand in terms of both the interaction energy and the SASA:

log10IC50h ¼ aΔEES þ bΔEvdW þ g SASA

¼1:659� 10�2ΔEES þ 4:972� 10�3ΔEvdW � 3:125� 10�3SASA

ð2Þ
Equation 2 can be used to predict the IC50h values, which

are quoted in Table 3. The experimentally determined IC50h

values were compared with the predicted ones by plotting
experimental values against the calculated. As shown in
Fig. 6, the comparison yields a rather good correlation
coefficient R00.936.

We also tried to correlate the IC50h values with descrip-
tors like ΔEES, ΔEvdW or SASA individually, but the cor-
relation coefficients obtained were significantly worse.
There seems no direct correlation between the bioactivities
and vdW energies among these peptides. It further verifies
that the inhibition behavior of these peptides within the
binding site of the αVβ3 integrin must result from the
synergic contribution of a few factors. Each element has
its important role in whole interaction between the peptide
ligand and the residues at the binding site. It is not the
individual descriptors but a multiple regression model with
respect to three terms (Eq. 2) or the whole QM/MM inter-
action energy (Eq. 1) which can be used to predict the IC50h

for a new inhibitor quantitatively.

Conclusions

We have conducted hybrid QM/MM MD simulations on
integrin αVβ3 complexed with eight cyclic RGD-containing
inhibitors. The common features and several obvious differ-
ences of interactions between the peptide inhibitors and the
binding site of integrin αVβ3 have been revealed. In agree-
ment with the analysis of the crystal structure of integrinαVβ3

complexed with cyclo(RGDf-N[M]V), simulations showed
that the arginine guanidinium group of eight cyclic RGD-
containing peptide mimics interacts with the carboxylate ox-
ygen(s) of Asp218 in the propeller domain. Tyr178 in the
propeller domain is close to the arginine guanidinium group
of the peptide binders and its phenyl plane is almost parallel to
the stretched guanidinium chain to enhance the protein-ligand
binding by cation-π interaction or hydrophobic interaction,
while Asp150 in the same domain moves away from the
guanidium group. On the other hand, for most potent inhib-
itors except compound 5, the carbonyl oxygen atom ofAla213
approaches the guanidium group of ligand Arg. Only in
complex composed of αVβ3 integrin and compound 6, the
weakest one among these inhibitors, neither cation-π interac-
tion of guanidium group with Tyr178 nor the interaction with
Ala213 was observed.

Fig. 5 Correlation between the experimentally determined log10IC50h

and the calculated QM/MM interaction energy (kcal mol−1) for the
eight cyclic RGD-containing peptides

Table 3 Results of multiple re-
gression analysis (see Eq. 1)
for the compounds studied

Compound 5 6 7 8 9 10 11 12

Experimental IC50h(nM) 0.47 5.12 0.18 1.1 0.08 0.03 0.16 0.91

Experimental log10IC50h

values
−9.33 −8.29 −9.74 −8.96 −10.10 −10.52 −9.80 −9.04

Calculated IC50h(nM) 0.32 1.98 0.53 0.90 0.11 0.02 0.18 1.08

Calculated log10IC50h values −9.49 −8.70 −9.28 −9.05 −9.97 −10.60 −9.74 −8.97
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Similar to the observation in the X-ray structure, the side
chain of ligand Asp, one of the most important residues in
RGD sequences recognized by integrin αVβ3, is completely
buried in the βA domain. As observed in the analysis of
individual interactions, the influence of Ser121 and Ser123
in the βA domain seems to be crucial as well. Together with
the carboxylate oxygen of ligand Asp, they participate in the
coordination with the Mg2+ ion. In different interaction
pairs, Asp119, Glu220 and solvent water molecule(s) are
also involved in the coordination.

Apart from the observed features of interaction mode,
averaged QM/MM interaction energies provide us useful
information. There is a good correlation between the calcu-
lated IC50h values and the experimental ones. For a new
inhibitor, the IC50h can thus be predicted from the whole
interaction energy or three-variable model quantitatively.
Furthermore, the three-variable model is somewhat
interpretable.

It could therefore be concluded that QM/MM MD simu-
lation is a promising approach which can be used to derive
the binding affinity in a macromolecule-ligand complex
with a reasonable accuracy at an acceptable cost and the
present study establishes a helpful protocol for advancing
lead compounds to potent inhibitors. The interaction energy,
as well as a three-variable interpretable model, could be
employed to predict the bioactivity of a new ligand quanti-
tatively, at least within a family of analogs. Although it
seems impractical to use the averaged QM/MM interaction
energy as a scoring function in virtual screening, QM/MM
MD simulation could be a powerful tool of improving the
identified lead compounds. Indeed, we hope to further im-
prove the predictive power of the model in our future work
and envision that the accurate QM/MM MD based IE or
multiple-variable interpretable model will routinely be uti-
lized in the process of lead optimization, a critical and
challenging part of drug discovery.
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